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Goal of Hands on Exercise
• Create Spectrum Scale cluster
• Create File System
• Create & Link File sets
• Run policy on sample data
• LUN manipulation

• Rebalancing/data migration
• Failure groups

• Explore common commands
• mmdiag commands
• mmls* commands
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Lay of the Land
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• You should have 4 storage servers; 2 for metadata, 2 for data
• Metadata NSD servers have small disks; Data NSD Servers have 

large disk
• There should be 6 packages installed for Spectrum Scale

• All severs have root ssh keys set between them



Creating Spectrum Scale Cluster
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• Decide on key cluster parameters
• CCR enabled
• Cluster Name

• Run the create command, use only the two metadata 
servers to start



Creating Spectrum Scale Cluster
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• Add in your two data NSD servers

• Now add in your three clients, same command just assign client license



Creating Spectrum Scale Cluster
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• Verify Cluster



Creating the NSDs
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• Create your NSD File
• Sample stanza below

• Run create command



Startup the Cluster
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• Startup the cluster on all your nodes

• Wait until they all are in active state



Creating the File System
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• Create your NSD File
• Similar to nsd stanza, no device line needed

• Decide on File System Parameters
• Metadata/Data Replicas: 2/1 respectivey
• Block size (up to you)
• Mount Point (up to you)
• Name (up to you)

• Run create command



Adding Some Filesets
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• Mount your file system on all servers, and your clients

• Run the mmcrfileset command to two create two filesets

• Link those filesets at the top level of the file system



Sample Policy Engine Run
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• Pull in sample home & projects data, put in proper dir

• Copy over the sample policy script from lci-sample

• Read through policy, discuss it with your team members
• Run policy manually from a screen session



LUN Manipulation
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• Take a look at LUN capacities with mmdf (take screenshot)

• Suspend one of the data LUNs (doesn’t matter which)



LUN Manipulation
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• Run the mmrestripefs commands with the flags you think 
are appropriate

• After restripe finishes, run mmdf to verify data left the NSD



Running Useful Spectrum Scale Commands
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• Take a look at the following Spectrum Scale commands, 
run them, as a team work to understand the output, ask 
questions if you have them

• mmlsconfig
• mmlscluster
• mmlsmgr
• mmlsnsd
• mmlsdisk
• mmlsfs
• mmlsfileset

mmdiag
Following Flags:
--config
--stats
--network
--waiters
--iohist



Wrap Up
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• Further Exploration
• Other Spectrum Scale Commands you find interesting

• When done
• Run Through the delete steps

• mmdelfs
• mmdelnsd
• mmdelcluster
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